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Figure 1: A screen-reader user’s interaction with a data visualization of the average test scores for students. “Q” and “A” 
represent a question asked by a screen-reader user and the answer issued to them with and without enhancements to VoxLens, 
respectively. Error bars represent mean ±1 standard deviation. 

ABSTRACT 
Incorporating uncertainty in data visualizations is critical for users 
to interpret and reliably draw informed conclusions from the un-
derlying data. However, visualization creators conventionally con-
vey the information regarding uncertainty in data visualizations 
using visual techniques (e.g., error bars), which disenfranchises 
screen-reader users, who may be blind or have low vision. In this 
preliminary exploration, we investigated ways to convey uncer-
tainty in data visualizations to screen-reader users. Specifcally, 
we conducted semi-structured interviews, fnding that these users 
prefer to obtain statistical information on uncertainty expressed in 
plain language, conveyed holistically with avenues to explore the 
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data further in a drilled-down manner. To support screen-reader 
users in extracting information about uncertainty in online data 
visualizations, we utilized our fndings to enhance VoxLens—an 
open-source JavaScript plug-in that makes online data visualiza-
tions accessible to screen-reader users. 
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1 INTRODUCTION 
“In most cases, visualization is often thought to be an abstract visual 
representation of the actual information. However, that’s not always 
possible in real-world scenarios, as no data can be sufciently reli-
able and complete. There is bound to be some degree of uncertainty 
associated with any data” [13]. Due to this reason, communicating 
the uncertainty in data visualizations is one of the top visualization 
research problems [12]. The visualization community has widely 
researched and discussed this topic [2, 4, 7, 10, 18, 25]. However, 
communicating uncertainty to screen-reader users via non-visual 
means remains unexplored, exacerbating the disenfranchisement 
these users face due to inaccessible data visualizations [8]. There-
fore, in this work, we sought to understand and convey the data 
uncertainty in visualizations to screen-reader users1. 

The inaccessibility of online data visualizations causes screen-
reader users to spend 122% more time interacting with and extract-
ing information 62% less accurately from online data visualizations 
than non-screen-reader users [20]. Several techniques to make 
online data visualizations accessible exist, including alternative 
text [14, 15, 21], tables [5, 6], audio graphs [9, 22, 26], and verbal 
question-and-answer-based information extraction [23]. While Fan 
et al. [8] have briefy discussed this subject, no prior work has con-
veyed the uncertainty in data visualizations through non-visual 
means using any of these techniques, which can limit such users in 
making informed decisions [27]. Additionally, no prior work has 
explored the screen-reader users’ preferences in obtaining this infor-
mation. Our exploration is the frst empirical work to communicate 
uncertainty in data visualizations to screen-reader users. 

Our goal from this preliminary exploration is to create gener-
alizable knowledge for visualization creators to communicate un-
certainty in data visualizations to screen-reader users. To achieve 
this goal, we conducted semi-structured interviews with 16 screen-
reader users. Our fndings show that participants were unfamiliar 
with uncertainty before partaking in our user study. However, af-
ter developing a conceptual understanding of uncertainty, they 
expressed interest in obtaining this information holistically and 
granularly, in plain language, with an option to include statistical 
terms for expert users. 

We utilized our fndings to extend the functionalities of VoxLens, 
an open-source JavaScript plug-in that makes online data visualiza-
tions accessible using a multi-modal approach [23]. Specifcally, we 
enabled screen-reader users to acquire information on uncertainty 
during their data point extraction using the Question-and-Answer 
mode of VoxLens. We used the coefcient of variation (CV) as the 
statistical measure to determine and convey uncertainty. 

Our contributions from this work are twofold: (1) we provide em-

pirical fndings from our semi-structured interviews with 16 screen-
reader users that shed light on the preferences of these users in 
obtaining information on uncertainty in data visualizations, and (2) 
we enhance the capabilities of the open-source VoxLens library to 
support screen-reader users in extracting uncertainty information 
from online data visualizations. Our open-source implementation 
is available at https://github.com/athersharif/voxlens. 

1
We defne “screen-reader users” as users who use screen readers, temporarily or 
permanently, to read digital content from their computer screen, similar to the usage 
of this term in prior work [20, 23]. 

2 USER INTERVIEWS 
We conducted semi-structured interviews with 16 screen-reader 
users to understand and convey information on uncertainty in 
online data visualizations via non-visual means. 

2.1 Participants & Procedure 
We recruited 16 screen-reader users for our study via word-of-
mouth advertisement and snowball sampling (see Appendix A). 
Eight participants identifed as women, six as men, one as gender-
fuid, and one preferred not to disclose. Their average age was 48.0 
years (��=15.4). Twelve participants used JAWS screen reader [19], 
two used NVDA [1], and two used VoiceOver [11]. Seven partici-
pants were blind since birth, whereas fve had lost vision gradually, 
with nine participants having complete blindness. We compensated 
our participants with a $20 Amazon gift card for 45 minutes of 
their time and conducted our user interviews online using Zoom. 
Specifcally, we explored the following: 

(1) Are screen-reader users conceptually familiar with data un-
certainty in visualizations? 

(2) Did participating in the study help advance their knowledge 
of data uncertainty in visualizations? 

(3) How do screen-reader users prefer the information on data 
uncertainty in visualizations conveyed to them? 

2.2 Analysis 
We used thematic analysis [3] to analyze our interviews. We fol-
lowed a semantic approach (identifying themes within the explicit 
or surface meanings of the data) [16], guided by an essentialist par-
adigm (focusing on reporting the experiences of the participants) 
[17, 29]. We developed 12 initial codes, transforming them into 
eight axial codes. Our axial codes revealed two themes and one 
suggestion as answers to our research questions. 

2.3 Results 
We discuss the two themes and one suggestion that emerged as 
fndings from our semi-structured interviews. 

2.3.1 Unfamiliarity with Uncertainty in Data Visualizations. Our 
fndings showed that the participants lacked understanding of or 
were unfamiliar with uncertainty in data visualizations. Therefore, 
during the interviews, we explained the meaning of “uncertainty in 
data visualizations” using plain language and provided examples to 
familiarize them with the concept. After gaining familiarity, they 
expressed interest in learning more than the average values to draw 
more informed conclusions from the data. For example, P4 said, 
“Now that I understand the term, I think it can be very handy actually.” 

To further analyze the perceived importance of uncertainty in 
data visualizations, we collected our participants’ subjective ratings 
using a 1- to 7-point Likert scale before and after the interviews. 1 
represented “not important at all” and 7 was “extremely important.” 
The median of the participants’ perceived importance before and 
after partaking in the study was 4.0 (���=3.3) and 5.5 (���=1.3), 
respectively. This diference was statistically signifcant based on 
Wilcoxon signed-rank test (� =3.47, �<.001) [28], highlighting the 
signifcance of introducing users to the meaning and benefts of 
uncertainty in data visualizations. 

https://github.com/athersharif/voxlens
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2.3.2 Summary First, Details Later. Our participants shared their 
preference for exploring the data holistically frst and then in a 
drilled-down manner, validating the fndings from prior work [20, 
24]. Specifcally, our participants suggested a twofold solution. For 
example, P16 advised noting in the summary (or “alt-text”) that 
users should cautiously interpret the data when high variation 
exists in the aggregated means and then provide opportunities for 
users to dig deeper into the data: “Let’s say the description says, this 
is the chart about, and this is the axis, these are the ranges, stuf like 
that. But also, use this data with caution because this data might not 
be representative of the population. And um, and then further, people 
are given the opportunity to, kind of, dig deeper and actually see all 
of those data points if they wanna.” 

To delve deeper into the data, our participants suggested using 
measures including tabular representation of the entire dataset 
and textual details using the “longdesc” attribute. For example, P11 
expressed their opinions on using a data table: “I’d use a table, a 
simple standard table with rows and cells and put the values in rows 
and columns. And then try to fnd any data points and then manually 
go through them to pull out what I need.” Similarly, P2 shared a 
possible solution involving the “longdesc” attribute: “Longdesc will 
bring up a page for that only, usually only screen readers can grab. 
It’s like, the chart is actually a link to a description, which would 
describe all that stuf, like uncertainty and stuf.” 

To convey data uncertainty, our participants showed interest in 
knowing statistical information, including the margin of errors and 
confdence interval for each aggregated data point. For example, 
P1 expressed the beneft of such information for accurately under-
standing polling data: “I’m really big into the election season. So 
many times, you know, margin of errors, confdence level, you know, 
will help me in trying to understand the pool numbers and see how 
accurate are they.“ 

2.3.3 Keep Statistical Jargon for the Experts. Our participants ar-
ticulated the need to adapt the information on data uncertainty 
presented to the users based on their expertise and comfort level 
with statistical terms and jargon. For example, P12 recommended 
using plain language and common words for easier understanding 
and an option to get specifc statistical information for expert users: 
“I guess a lot of it depends on the sophistication of your user. You 
know, if they have a sophisticated understanding of statistics, they 
might wanna really know what is the error bar value or what is the 
confdence interval or they might really need that level of specifcity. 
If it’s a layperson, um, then you might just be able to say, you know, 
use this with caution, or something like that.” 

We utilized these fndings to enhance the functionalities of 
VoxLens, which we discuss in the section below. 

3 VOXLENS ENHANCEMENTS 
We extended the capabilities of the open-source VoxLens li-
brary [23] by utilizing the fndings from our interviews. We present 
the details of our enhancements. 

3.1 Overview of VoxLens 
VoxLens is an open-source JavaScript plug-in that improves the ac-
cessibility of online data visualizations for screen-reader users using 
a multi-modal approach [23]. VoxLens ofers two modes for holistic 

exploration of data (Summary and Sonifcation) and one mode for 
drilled-down exploration (Question-and-Answer). VoxLens does not 
currently convey information on data uncertainty in online visual-
izations. Therefore, in this exploration, we enhanced VoxLens to 
relay this information through its Question-and-Answer mode. 

3.2 Determining and Conveying Uncertainty 
To determine and convey uncertainty in online visualizations, we 
calculate the 50th 

percentile (median) of the coefcient of variation 
(CV) value, which is the ratio between the standard deviation (pro-
vided by the visualization creator) and the dependent variable value 
(mean). Motivated by the suggestions from our participants in the 
interviews, we recommend users cautiously interpret the data for 
values higher than the median. Additionally, we relay the minimum 
and maximum values if provided by the visualization creators. 

For example, without the enhancements, if the user asks for 
the data for Jake when interacting with the visualization using 
VoxLens’ Question-and-Answer mode, the response from VoxLens 
would be: “The value for Jake is [average].” With our enhancements, 
it was: “The average value for Jake is [average]. The minimum score 
for Jake was [minimum]. The maximum score for Jake was [maxi-
mum]. Use the data with caution. Data has higher variation than 50% 
of other names and may not be reliable” (see Figure 1). Following the 
suggestion from our interview results, we avoided using statistical 
jargon in the responses from our enhancement. 

3.3 Code Integration 
Visualization creators use a traditional JSON fle to generate data 
visualizations using VoxLens, specifying the independent and de-
pendent variable values. Since this information is insufcient to 
compute CV, we added the functionality for visualization creators 
to provide more details about each data point. Specifcally, they can 
supply the minimum, maximum, and standard deviation and specify 
if the dependent variable values represent an average. Appendix B 
shows a “before” and “after” code integration example. 

4 DISCUSSION 
In this preliminary exploration, we conducted semi-structured inter-
views with 16 screen-reader users to understand their preferences 
in obtaining information about uncertainty in data visualizations. 
Our fndings showed that participants were initially unfamiliar 
with data uncertainty. After gaining familiarity, they suggested a 
hybrid solution to convey this information using plain language for 
novice and statistical terms for expert users. We utilized our fnd-
ings to enhance VoxLens, an open-source tool that makes online 
data visualizations accessible to screen-reader users. 

Prior work has shed light on the signifcance of providing in-
formation on data uncertainty in visualizations, as visualizations 
portraying only the “means” may be misleading and potentially 
dangerous [2, 4, 7, 10, 25]. Although our work focuses on conveying 
this information to screen-reader users, our fndings show that our 
participants were initially unfamiliar with data uncertainty. This 
fnding accentuates the importance of providing users with aware-
ness of the subject matter to interpret data from visualizations ac-
curately. While our enhancements to VoxLens enable visualization 
creators to supply additional information about data, we encourage 
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future work to investigate ways to improve the understanding of 
users on data uncertainty, including users who use screen readers. 

We enhanced the functionalities of VoxLens to convey informa-

tion on data uncertainty to screen-reader users by incorporating 
the results from our study. However, it is noteworthy that our gen-
eralizable fndings from our semi-structured interviews provide 
recommendations for visualization creators to supply this informa-

tion for online data visualizations even where VoxLens may not be 
usable (e.g., image-based visualizations). For example, visualization 
creators can conjunctively use “alt-text” and “longdesc” attributes 
to support novice and expert users both. Altogether, we hope our 
work will open doors to new conversations and opportunities for fu-
ture research, highlighting the importance of including non-visual 
users in inherently visual solutions. 

4.1 Limitations & Future Work 
In this exploratory work, we extended the capabilities of VoxLens 
using the fndings from our interviews with screen-reader users. 
We aspire to conduct longitudinal user studies to evaluate the per-
formance of our enhancements to VoxLens and iteratively improve 
them following a user-centered design protocol, which will also 
reduce any potential novelty efect. We note that our approach 
to convey uncertainty information using the 50th 

percentile) does 
not cover all edge cases (for example, when CV values are too 
close to each other or when all CV values are within the acceptable 
range). Future work can also investigate conveying information 
about uncertainty (e.g., error bars) in tools other than VoxLens. 
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A STUDY PARTICIPANTS 
Table 1: Screen-reader participants, their gender identifcation, age, screen reader, vision-loss level, and diagnosis. Under the 
Gender column, � = Man, � = Woman, �� = Gender-Fluid and “-” represents that the participant chose not to disclose their 
identity. 

Gender Age Screen Reader Vision-Loss Level Diagnosis 

P1 M 43 JAWS Blind since birth Microphthalmia 

P2 M 59 JAWS Lost vision gradually Cataracts and Glaucoma 

P3 W 53 JAWS Blind since birth Retinopathy 

P4 M 37 JAWS Blind since birth Leber Congenital Amaurosis 

P5 M 55 JAWS Blind since birth Leber Congenital Amaurosis 

P6 W 50 JAWS Lost vision gradually Retinitis Pigmentosa 

P7 W 36 JAWS Blind since birth Retinopathy of Prematurity 

P8 GF 28 NVDA Blind since birth Leber Congenital Amaurosis 

P9 W 40 NVDA Lost vision gradually Stargardt Disease 

P10 - 57 VoiceOver Lost vision gradually Retinopathy of Prematurity 

P11 M 32 JAWS Lost vision gradually Retinal detachment 

P12 W 41 VoiceOver Lost vision gradually Functional Neurological Disorder 

P13 M 76 JAWS Lost vision gradually Retinitis Pigmentosa 

P14 W 24 JAWS Blind since birth Astrocytoma 

P15 W 65 JAWS Lost vision gradually Retinitis Pigmentosa 

P16 W 72 JAWS Lost vision gradually Retinitis Pigmentosa 
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B “BEFORE” AND “AFTER” INTEGRATION CODE 

Figure 2: Integration code sample comparing original VoxLens to our enhanced version. 
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